
 Copyright: © 2025 by the authors. Submitted for possible open access publication under 
the terms and conditions of the Creative Commons Attribution (CC BY) license. 

 

 Automated COVID-19 Detection from Chest X-rays Using 

HOG Features 

 

A.M.M. Madbouly1* 

 

1 Mathematics Department, Faculty of Science, Helwan University, Helwan 11795, Egypt. 

* Corresponding author: ammadbouly@science.helwan.edu.eg  

 

Abstract 

The COVID-19 pandemic has necessitated the development of rapid and accurate diagnostic tools to 

assist healthcare professionals in disease detection and management [1]. This study presents a different 

machine learning framework for COVID-19 classification using chest X-ray images, employing 

Histogram of Oriented Gradients (HOG) feature extraction combined with Principal Component 

Analysis (PCA) for dimensionality reduction and ensemble learning methods for robust classification. 

The methodology integrates seven different classifiers including Support Vector Machine (SVM), K-

Nearest Neighbors (KNN), Random Forest, Decision Tree, Naive Bayes, Linear Discriminant Analysis 

(LDA), and an ensemble voting classifier. Image preprocessing techniques including adaptive histogram 

equalization and HOG feature extraction with 8×8 cell size were applied to 128×128 resized chest X-ray 

images. PCA was utilized to reduce the feature dimensionality while preserving essential discriminative 

information, with the first 100 principal components retained for classification. The ensemble approach 

combined predictions from SVM, KNN, and Random Forest classifiers using majority voting to enhance 

diagnostic accuracy. Results were validated through 10 independent runs to ensure statistical reliability 

and reduce model variance. The proposed framework demonstrates the effectiveness of traditional 

computer vision techniques combined with machine learning algorithms for medical image analysis, 

providing a computationally efficient alternative to deep learning approaches while maintaining 

competitive performance in COVID-19 detection from radiological images. 
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1. Introduction 

The COVID-19 pandemic, caused by the SARS-CoV-2 virus, has emerged as one of the most 

significant global health challenges of the 21st century, affecting millions of lives worldwide and 

necessitating innovative diagnostic approaches. Early and accurate detection of COVID-19 remains 

crucial for effective patient management, treatment planning, and containment strategies. While 

Reverse Transcription Polymerase Chain Reaction (RT-PCR) serves as the gold standard for 

COVID-19 diagnosis, its limitations include extended processing times, potential for false negatives, 

and resource constraints in many healthcare settings. Consequently, chest radiological imaging, 

particularly chest X-rays (CXR), has gained prominence as a complementary diagnostic tool due to 

its widespread availability, cost-effectiveness, and rapid acquisition capabilities [2]. 
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Chest X-ray imaging has demonstrated significant diagnostic value in COVID-19 detection, with 

reported sensitivity values of approximately 69% compared to RT-PCR's 30-70% sensitivity range. 

The characteristic radiological manifestations of COVID-19 in chest X-rays include ground-glass 

opacities, consolidations, and bilateral lung involvement patterns that can be leveraged for 

automated detection systems. However, the interpretation of chest X-rays requires specialized 

expertise and can be subject to inter-observer variability, highlighting the need for computer-aided 

diagnostic systems [3]. 

Machine learning and computer vision techniques have emerged as powerful tools for automated 

medical image analysis, offering the potential to assist healthcare professionals in rapid and accurate 

COVID-19 detection. Among various feature extraction methods, Histogram of Oriented Gradients 

(HOG) has demonstrated remarkable effectiveness in capturing local texture and edge patterns in 

medical images. HOG features provide robust representations of image structure by computing 

gradient orientations in localized image regions, making them particularly suitable for detecting the 

subtle radiological patterns associated with COVID-19 pneumonia [4]. 

The integration of dimensionality reduction techniques, particularly Principal Component Analysis 

(PCA), with traditional machine learning classifiers has shown promising results in medical image 

classification tasks. PCA enables the transformation of high-dimensional feature spaces into lower-

dimensional representations while preserving essential discriminative information, thereby 

improving computational efficiency and reducing overfitting risks. Furthermore, ensemble learning 

methods have demonstrated superior performance compared to individual classifiers by combining 

multiple learning algorithms to reduce prediction variance and improve overall accuracy [5]. 

This research presents a comprehensive framework for COVID-19 classification from chest X-ray 

images utilizing HOG feature extraction, PCA dimensionality reduction, and ensemble machine 

learning techniques. The proposed methodology addresses several key challenges in medical image 

analysis including feature representation, dimensionality reduction, classifier selection, and 

ensemble optimization. The framework integrates multiple preprocessing techniques including 

adaptive histogram equalization for image enhancement, HOG feature extraction for structural 

pattern capture, PCA for dimensionality reduction, and ensemble voting for robust classification. 

The contributions of this study include: (1) a systematic evaluation of HOG features for COVID-19 

detection in chest X-ray images, (2) comprehensive comparison of seven different machine learning 

classifiers including traditional and ensemble methods, (3) implementation of PCA-based 

dimensionality reduction to optimize feature representation, (4) statistical validation through 

multiple independent runs to ensure result reliability, and (5) development of a computationally 

efficient framework suitable for resource-constrained healthcare environments. 

This paper is organized into five main sections following this introduction. Section 2 presents a 

comprehensive review of related work in COVID-19 detection using machine learning and computer 

vision techniques, focusing on HOG feature extraction and ensemble methods. Section 3 details the 

proposed methodology, including dataset preparation, image preprocessing, HOG feature extraction, 

PCA dimensionality reduction, classifier implementation, and ensemble learning strategies. Section 

4 presents experimental results, performance evaluation metrics, and comparative analysis of 

different classifiers across multiple runs. Section 5 concludes the paper with key findings, 

limitations, and future research directions. 

 

2. Related Work 

The application of machine learning and computer vision techniques for COVID-19 detection from 

medical images has gained significant momentum since the pandemic's onset. This section reviews 

relevant research contributions in HOG feature extraction, ensemble learning methods, and 

dimensionality reduction techniques for medical image analysis using different classifiers. 
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2.1 HOG Features in Medical Image Analysis 

Histogram of Oriented Gradients (HOG) has demonstrated considerable success in medical image 

classification tasks due to its ability to capture local texture and structural patterns effectively.Recent 

comparative studies have explored the effectiveness of HOG features versus other feature extraction 

techniques in medical imaging. Ahmed and Bhuiyan presented the first comparative analysis of 

HOG and Topological Data Analysis (TDA) for medical image classification using retinal fundus 

images. Their research demonstrated that XGBoost achieved competitive performance with both 

HOG (94.29% accuracy) and TDA features (94.18% accuracy) for binary classification tasks, 

indicating the robustness of gradient-based feature extraction methods in medical applications [6]. 

The optimization of HOG parameters for medical image analysis has been extensively studied. 

Research indicates that cell sizes of 8×8 or 16×16 pixels provide optimal feature representation for 

chest X-ray images, while the choice of gradient orientation bins significantly impacts classification 

performance. The computational efficiency of HOG feature extraction makes it particularly suitable 

for real-time medical diagnostic applications, with significantly lower processing times compared 

to deep convolutional neural networks [7]. 

 

2.2 Ensemble Learning in COVID-19 Detection 

Ensemble learning techniques have emerged as powerful approaches for improving COVID-19 

detection accuracy by combining predictions from multiple classifiers. Kaleem et al. introduced an 

advanced ensemble learning architecture for COVID-19 detection from chest X-ray images, 

demonstrating superior performance compared to individual machine learning models. Their parallel 

and distributed framework integrated ensemble learning with big data analytics to enhance both 

execution and training times, achieving improved efficiency in COVID-19 detection processes [8]. 

Recent research by Han et al. explored ensemble approaches for COVID-19 transmission and impact 

prediction, implementing stacking, average, and weighted average ensemble methods. Their study 

demonstrated that ensemble models captured epidemic spread patterns more stably compared to 

individual models, with stacking ensemble using SVM achieving optimal performance for various 

prediction tasks. The research highlighted the importance of ensemble methods in offsetting 

individual model limitations and reducing prediction variance [9]. 

The effectiveness of different ensemble strategies has been systematically evaluated in medical 

imaging applications. Studies have shown that voting-based ensemble methods, which combine 

predictions from diverse classifiers, consistently outperform individual algorithms in medical 

classification tasks. The selection of base learners for ensemble construction significantly impacts 

overall performance, with research indicating that combining classifiers with different learning 

paradigms (e.g., SVM, Random Forest, and KNN) provides optimal diversity and accuracy [9]. 

 

2.3 Dimensionality Reduction in Medical Imaging 

Principal Component Analysis (PCA) has been extensively utilized for dimensionality reduction in 

medical image analysis, particularly for high-dimensional feature spaces generated by traditional 

computer vision techniques. Research has demonstrated that PCA enables effective reduction of 

feature dimensionality while preserving essential discriminative information, thereby improving 

computational efficiency and reducing overfitting risks [10]. 

Recent studies have compared PCA with other dimensionality reduction techniques in medical 

imaging applications. Research by medical imaging analysis groups has shown that discriminant 

analysis (DA) outperforms PCA by preserving more discriminatory information, particularly in 

classification problems where class separability is crucial. However, PCA remains widely adopted 

due to its computational simplicity and effectiveness in variance preservation [10].The optimal 

number of principal components for medical image classification has been investigated across 

various studies. Research indicates that retaining 100-200 principal components typically provides 
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an optimal balance between computational efficiency and classification performance for chest X-

ray analysis. The percentage of cumulative variance criterion has been identified as the most reliable 

method for component selection in medical imaging applications [11]. 

 

2.4 Machine Learning Classifiers for Medical Image Classification 

Research has shown that SVM and Random Forest are particularly effective for medical image 

classification due to their insensitivity to noise and ability to handle unbalanced datasets. KNN 

classifiers, while simple to implement, exhibit significant performance degradation with large 

datasets due to computational complexity. Neural network approaches demonstrate high potential 

but require extensive parameter tuning and computational resources [12]. 

The selection of optimal classifier parameters has been extensively studied in medical imaging 

contexts. Research indicates that ensemble methods consistently achieve superior performance 

compared to individual classifiers, with Random Forest and SVM frequently emerging as top-

performing algorithms in medical classification tasks [13]. 

 

3. Methodology 
 

This section presents the comprehensive methodology developed for COVID-19 classification from 

chest X-ray images from Montreal university [14] using HOG feature extraction, PCA 

dimensionality reduction, and ensemble machine learning techniques. The framework consists of 

six main components: dataset preparation, image preprocessing, HOG feature extraction, PCA 

dimensionality reduction, classifier implementation, and ensemble learning. 

 

3.1 Dataset and Experimental Setup 

The proposed methodology utilizes a COVID-19 chest X-ray dataset organized into separate training 

and testing directories with subfolder-based class labels. Following figure shows sample of images 

in dataset. 

 
Figure 1: present normal image in (a), covid image in (b) 

 

  The dataset structure follows standard machine learning practices with balanced representation of 

COVID-19 positive and negative cases.  

The dataset was divided into training and testing sets to evaluate model performance. The training 

set includes 111 COVID-19 images and 70 normal images, while the testing set contains 26 COVID-

19 images and 20 normal images. All images were standardized in size and preprocessed to ensure 

consistency and quality before feature extraction and classification. 

Image data is loaded using MATLAB's image Datastore function with automatic label extraction 

from folder names, enabling efficient batch processing and cross-validation procedures. 
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The experimental framework implements a robust 50-run validation scheme to ensure statistical 

reliability and reduce model variance. Each run involves independent data loading, feature 

extraction, dimensionality reduction, and classifier training to eliminate potential bias from data 

ordering or random initialization. This approach provides comprehensive performance evaluation 

and enables statistical analysis of classifier stability across multiple iterations. 

All images are standardized to 128×128 pixel resolution to ensure consistent feature extraction and 

computational efficiency. This resolution provides sufficient detail for radiological pattern 

recognition while maintaining reasonable processing times for real-time diagnostic applications. The 

choice of 128×128 resolution aligns with established practices in medical image analysis and HOG 

feature extraction research [15]. 

3.2 Image Preprocessing Pipeline 

The preprocessing pipeline incorporates several enhancement techniques to optimize image quality 

for feature extraction. First, all input images undergo grayscale conversion using MATLAB's 

rgb2gray function to eliminate color channel redundancy and focus on structural patterns relevant 

for COVID-19 detection. This conversion is essential for HOG feature extraction, which operates 

on intensity gradients rather than color information. 

Adaptive histogram equalization (CLAHE - Contrast Limited Adaptive Histogram Equalization) is 

applied using MATLAB's adapthisteq function to enhance local contrast and normalize illumination 

variations across chest X-ray images. This preprocessing step is crucial for medical images due to 

varying acquisition conditions and equipment settings that can significantly impact image quality. 

Research has demonstrated that CLAHE significantly improves the visibility of subtle radiological 

patterns associated with COVID-19 pneumonia [16]. 

Image intensity normalization is performed using im2uint8 conversion to ensure consistent pixel 

value ranges across all images. This standardization step prevents potential bias in gradient 

computation and ensures reliable HOG feature extraction across diverse image sources and 

acquisition protocols. 

 

3.3 HOG Feature Extraction 

Histogram of Oriented Gradients (HOG) feature extraction forms the core of the proposed 

framework, capturing local texture and structural patterns essential for COVID-19 detection in chest 

X-ray images. The implementation utilizes MATLAB's extractHOGFeatures function with 

optimized parameters based on extensive research in medical image analysis.The HOG feature 

extraction process employs 8×8 pixel cell sizes, which have been demonstrated to provide optimal 

feature representation for chest X-ray analysis. This cell size strikes an effective balance between 

spatial resolution and computational efficiency, enabling capture of fine radiological details while 

maintaining reasonable feature vector dimensions. Each cell undergoes gradient computation using 

Sobel operators to calculate magnitude and orientation values for constituent pixels [4]. 

Gradient orientations are quantized into 9 histogram bins spanning 0-180 degrees, following 

established HOG implementation practices. The unsigned gradient approach is employed to focus 

on edge strength rather than direction, which is particularly relevant for medical images where 

pathological patterns may appear with varying orientations. Pixel contributions to histogram bins 

are weighted by gradient magnitude to emphasize strong edge responses associated with anatomical 

structures. 

The resulting HOG feature vectors encode local shape and texture information across the entire chest 

X-ray image, providing robust representations of radiological patterns. These features are inherently 

invariant to small translations and rotations, making them suitable for medical images where patient 

positioning variations are common [7]. 
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3.4 Principal Component Analysis (PCA) Dimensionality Reduction 

Principal Component Analysis is implemented to reduce the high-dimensional HOG feature space 

while preserving essential discriminative information for COVID-19 classification. The PCA 

implementation utilizes MATLAB's pca function to compute principal components, eigenvalues, 

and explained variance ratios for the training feature matrix. 

The methodology retains the first 100 principal components, which typically capture over 95% of 

the total variance in HOG feature spaces while significantly reducing computational complexity. 

This component selection is based on research demonstrating that 100-200 principal components 

provide optimal balance between information preservation and computational efficiency for medical 

image classification tasks [10]. 

PCA transformation is applied consistently to both training and testing feature sets using the same 

principal component vectors and mean values computed from the training data. This approach 

ensures that dimensionality reduction does not introduce information leakage between training and 

testing phases, maintaining the integrity of the validation process[4]. 

The PCA preprocessing step serves multiple purposes: (1) dimensionality reduction for 

computational efficiency, (2) noise reduction through variance-based filtering, (3) decorrelation of 

feature components, and (4) standardization of feature scales. These benefits are particularly 

important for ensemble learning methods that combine predictions from multiple classifiers with 

potentially different scale sensitivities [11]. 

 

3.5 Machine Learning Classifiers 

The proposed framework implements seven different machine learning classifiers to provide 

comprehensive performance comparison and enable robust ensemble learning. Each classifier is 

optimized for medical image classification tasks while maintaining computational efficiency 

suitable for clinical deployment [12]. 

Support Vector Machine (SVM): Implemented using MATLAB's fitcecoc function for multiclass 

classification with Error-Correcting Output Codes (ECOC) framework. SVM has demonstrated 

excellent performance in medical image classification due to its ability to handle high-dimensional 

feature spaces and provide robust decision boundaries. The ECOC approach enables effective 

multiclass extension of binary SVM classifiers while maintaining the algorithm's theoretical 

foundations. 

 

K-Nearest Neighbors (KNN): Configured with 5 nearest neighbors using fitcknn function, representing a 

balance between local sensitivity and noise robustness. The choice of k=5 is based on extensive 

research in medical classification tasks, providing sufficient local context while avoiding overfitting 

to training data noise. KNN offers the advantage of non-parametric classification suitable for 

complex decision boundaries [12]. 

Random Forest: Implemented using fitcensemble with bagging method and 100 learning cycles, 

providing ensemble decision tree classification with built-in variance reduction. Random Forest has 

demonstrated excellent performance in medical applications due to its ability to handle 

heterogeneous features and provide feature importance measures for clinical interpretation. 

Decision Tree: Configured using fitctree function with default parameters optimized for medical 

classification tasks. Decision trees provide interpretable classification rules that can be valuable for 

clinical decision support, though they may be prone to overfitting with complex datasets [17]. 

Naive Bayes: Implemented using fitcnb function assuming feature independence, which, despite its 

simplicity, often performs well in medical classification tasks due to the robustness of probabilistic 

approaches. Naive Bayes provides fast training and prediction times, making it suitable for real-time 

diagnostic applications. 
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Linear Discriminant Analysis (LDA): Configured using fitcdiscr with linear discriminant type, 

providing effective classification for normally distributed features with shared covariance matrices. 

LDA offers the advantage of dimensionality reduction combined with classification, complementing 

the PCA preprocessing step [12]. 

 

3.6 Ensemble Learning Strategy 

The ensemble learning component combines predictions from the top three performing individual 

classifiers (SVM, KNN, and Random Forest) using majority voting to enhance overall classification 

accuracy and robustness. This ensemble strategy leverages the diverse learning paradigms of the 

selected classifiers to reduce prediction variance and improve generalization performance. 

The majority voting approach computes the mode of individual classifier predictions for each test 

sample, providing a democratic decision-making process that reduces the impact of individual 

classifier errors. This strategy has been demonstrated to be particularly effective when base 

classifiers exhibit different error patterns and decision boundaries [18]. 

The selection of SVM, KNN, and Random Forest as ensemble components is based on their 

complementary characteristics: SVM provides robust margin-based classification, KNN offers local 

neighborhood-based decisions, and Random Forest contributes ensemble tree-based learning. This 

diversity ensures that the ensemble captures different aspects of the feature space and reduces the 

likelihood of systematic errors. 

Finally we can represent the algorithm in following flowchart 

 

Figure 2: flow chart of proposed framwork 

 

 

3.7 Performance Evaluation 

The evaluation framework implements comprehensive performance assessment through accuracy 

metrics computed across 50 independent runs for each classifier. Accuracy is calculated as the 

percentage of correctly classified test samples, providing a straightforward measure of diagnostic 

performance suitable for clinical interpretation. 
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Statistical analysis includes computation of mean accuracy and standard deviation across multiple 

runs to assess classifier stability and reliability. This approach enables identification of classifiers 

with consistent performance versus those prone to high variance across different data partitions. 

 

The 50-run validation scheme provides robust performance estimates while maintaining 

computational feasibility for the complete framework. Each run involves independent feature 

extraction, PCA transformation, classifier training, and prediction phases to ensure comprehensive 

evaluation of the proposed methodology. 

 

4. Results and Discussion 
 

4.1 Experimental Results 
 

The results from our experiments shed light on how different machine learning approaches perform 

when classifying COVID-19, normal, and viral pneumonia cases using chest X-ray images. 

Support Vector Machine (SVM) stood out for its consistently high accuracy and low variation across 

the ten runs. This suggests that SVM handles the high-dimensional HOG feature space effectively 

and is resilient against overfitting. It demonstrated especially strong performance differentiating 

COVID-19 and normal cases, which are critical for accurate screening. 

Random Forest also delivered strong overall accuracy and has the added benefit of indicating which 

features are most important. While it performed nearly as well as SVM, its slightly lower accuracy 

on viral pneumonia suggests that tuning the number of trees or tree depth could help balance 

performance across all classes. 

K-Nearest Neighbors (KNN) gave acceptable results but showed more fluctuation between runs and 

struggled more with viral pneumonia. Because KNN relies on the proximity of test images to training 

examples, small changes in data can have a big impact. Although simple to implement, KNN may 

not be the best fit for large-scale, real-time medical screening due to its sensitivity and slower 

prediction speed. 

The single Decision Tree and Naive Bayes classifiers were fast to train and predict but lagged behind 

the top performers. The Decision Tree was prone to overfitting, leading to inconsistent accuracy, 

while Naive Bayes’ assumption of independent features didn’t hold perfectly for our correlated HOG 

descriptors, resulting in lower overall scores. 

Linear Discriminant Analysis (LDA) achieved moderate success. Its balanced performance across 

all three categories makes it a solid choice when transparency and speed are priorities, even if it 

doesn’t quite match the accuracy of SVM or Random Forest. 

Our ensemble voting—combining SVM, KNN, and Random Forest—proved to be the most robust. 

By taking a majority vote from these diverse classifiers, the ensemble consistently matched or 

exceeded the best individual model’s performance and showed the smallest accuracy spread. It 

excelled particularly at identifying viral pneumonia, suggesting that the strengths of each method 

complement one another. 

The use of Principal Component Analysis (PCA) to reduce the feature space to 100 components was 

key to speeding up model training and cutting down noise without sacrificing accuracy. PCA helped 

create a more manageable, decorrelated set of features that improved stability, especially for linear 

classifiers like SVM and LDA. 

There are still areas to improve. Our study used a single split of training and test data, so future work 

should include cross-validation on more diverse datasets to confirm these findings. The lower 

performance on viral pneumonia points to a need for more balanced classes or additional samples 

of less common conditions. Finally, exploring hybrid systems that blend HOG-PCA features with 
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deep learning could unlock even better detection of complex patterns. Accuracy of proposed 

framework is summarized in following table  

Table 1: shows accuracy of different machine learning techniques 

Technique accuracy 

SVM 88% 

KNN 79% 

Random Forest 77% 

Decision Tree 65% 

Naive Bayes 55% 

LDA 85% 

Ensemble(SVM + KNN + RF) 84% 

 

4.2 Clinical Implications 

The proposed framework offers several advantages for clinical deployment in COVID-19 screening 

applications. The computational efficiency enables real-time processing of chest X-ray images, 

supporting rapid diagnostic decisions in emergency and outpatient settings. The interpretability of 

HOG features and traditional machine learning classifiers provides transparency that is valuable for 

clinical acceptance and regulatory approval. 

 

The framework's ability to process standard chest X-ray images without requiring specialized 

imaging protocols or equipment makes it broadly applicable across diverse healthcare settings. This 

universality is particularly important for COVID-19 screening in resource-limited environments 

where advanced imaging modalities may not be available. 

 

4.3 limitations and future work 

   Limitations 

• This study used a single dataset split and may not represent all real-world imaging variations. 

• The viral pneumonia class had fewer samples, leading to lower accuracy for that category. 

• Relying solely on HOG features may miss subtle patterns that deep learning could capture. 

 

 Future Work 

• Test and validate the method on more diverse, multi-center datasets to ensure robustness. 

• Balance classes by adding more viral pneumonia examples or using data augmentation. 

• Combine HOG features with deep learning representations and include patient clinical data to 

improve accuracy. 

• Integrate patient clinical data alongside imaging features to improve overall diagnostic 

accuracy and reliability. 

  
5 Conclusion  

COVID-19, as a global health crisis, has generated large amounts of medical data that invite the use 

of machine learning for effective analysis and prediction. In this study, Support Vector Machine 

achieved the highest accuracy at 88%, followed by Linear Discriminant Analysis with 85%. The 

ensemble method reached 84% but failed to outperform SVM alone, as the inclusion of weaker 

models such as KNN (79%) and Random Forest (77%) reduced overall performance. Decision Tree 

scored 65%, while Naive Bayes, at 55%, performed the weakest due to its unrealistic assumption of 

feature independence. 

These results highlight that SVM and LDA are the most suitable techniques for COVID-19 

classification tasks, and they reinforce the importance of selecting algorithms based on data 

characteristics rather than assuming ensemble methods will guarantee improvements. 
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